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• Abstract

The present research sought to understand the components of syllogistic

reasoning used in a syllogistic evaluation task. In this task, subjects

must indicate whether a conclusion such as “Some Yale professors are hum—

bugs” is definitely true, possibly true , or never true of a set of premises

such as “Some humbugs study syllogistic reasoning; some Yale professors

study syllogistic reasoning.” A modified form of cornponential analysis

(Sternberg, 1977 , 1978) was used to decompose the syllogistic evaluation

task with abstract content into encoding and encoding plus combination

subtasks~ The response—choice data from these subtasks were used to pro—

wide (a) more direct tests of various models of syllogistic reasoning

than has been possible in the nast, and in particular , of their assunio—

tions about sources of error in syllogistic reasoning ; and (b) more di—

reet inferences regarding the representation of relations between the

subject and predicate of the premises as encoded and combined. The

results supported a transitive—chain model of syllogistic reasoning

(Guyote & Sternberg, Note 1).

-——-.•
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Components of Syllogistic Reasoning

Of the many types of reasoning problems that have been studied by both

psychologists and philosophers, none has induced more research than has the

categorical (or Aristotelian) syllogism. Certainly , no other type of reason—

• lug problem has retained so much interest for so long. The ancient Greeks

• were avid students of the syllogism, and the problem continues to generate

active theoretical controversy even in the research of today .

A categorical syllogism is a problem with two premises , the first of

which is called the major premise and the second of which is called the minor

premise. The major premise describes a quantified relation between a syllo—

gistic predicate and a middle term. The minor premise describes a quantified

relation between a syllogistic subject and a middle term. In the syllogism,

“Some humbugs study s: llogistic reasoning; some Yale professors study syIlo—

gisti~ reasoning,” for example, the major premise describes a relation between

the predicate humbugs and the middle term syllogistic reasoning; the minor

premise describes a. relation between the subject Yale p~rofessors and the middle

term syllogistic reasoning. The subject’s task is either to (a) produce a logically

valid conclusion relating the subject, Yale professors, to the predicate, humbuI~s,

(b) select one of four conclusions as the logically valid one, or (c) evaluate

the validity of a given conclusion. In the evaluation task, for exai’rnle, the

subject might be presented with the conclusion “Sonic Yale professors are humbugs.”

The subject’s task is to decide whether the conclusion follows deductively fron

the premises, irrespective of its real—world trutn or falsity. This particular

conclusion is deductively invalid.

The research to be described in this article sought to understand, t? con-

ponents of syllogistic reasoning that are used in the evaluation task . The re—

-

~
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Component s of Reasoning

search had two major goals . The first was to cor tpar’ one particular model of

Syllogistic reasoning , the transitive-chain model ( Guyote & Sternberg , Note 1),

• to plausible alternative models that have been proposed in the past . Recent

Comparisons of the models using a response selection paradi~ n have provided

convincing evidence of the superiority of the transitive-chain model for this

• particular. task (Guyote & Sternberg, Note 1), and the present research seeks

to extend these findings to the response-evaluation paradigm . The second

goal of the research was to separate experimentally the premise encoding and

premise combination stages of syllogistic reasoning,, thereby enabling (a)

more direct tests of the various models ’ assumptions about each stage than

has been possible in previous research , and. (b ) more direct inferences re-

garding the representations of relations between the subject and predicate

of the premises as encoded arid combined by the subjects. This second goal

was accomplished by a modified form of componential analysis (ste—nberg, 197T, 1978),

whereby an information—processing task is decomposed into a series of’ nested

SUbtasks that permiUisolation of the elementary comnonents of task performance.

Models of Syllocistic Reasonin~g

~~~~~ for Distinguishing Models

The experiment to be described later permitted comparative tests anong

Six models of syllogistic reasoning: a baseline ‘ileal- sub .~e~ t ” model , an

atmosphere m~~ el (Woolwo rt h ‘~ sells , 1935) , a conversion no’~ei (Chapman &

Chapman , 1959), a random-co~b in-t t i on  model (~:rickson , l97~~) ,  ‘. complete-combi-

nation no~ei (Erickson , 197~), and a transitive-chain mDd el (~~yote ~ Sternber~~,

Note i) .~ There cr c tv~ pr imary bases for d i st ingu i sh ing  t~ e ~r~’dict ion s of the

six mo lci s .  First , the n~~e1s d if f e r  in whether they predict  ‘h~t subjects make

errors in (a )  r-~r.jthQr c-~codj~,’ nor coribin~ttion of rremi ses (t~c ’J. model), (b)

~—— ~~— — ~~~~~~~~~~~~ • _________
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encoding but not combination of premises (conversion and complete—combination

models), (c)  combinat~on but not encoding of premises (transitive-chain model),

~ (d) encoding and c~,mbination of premises (atmosphere and random-combination

models). Second , the models differ in the kinds of errors subjects are theo-

rized to make in encoding and/or combination. These differences are what

give each model its distinctive character.

Verbal Descriptions of Models

Ideal ?o.~~~~ The ideal—subject model may be viewed as the baseline against .

which the other alternative models should be compared. It is a competence model

assuming that no errors are made in performance. A performance model can be

considered minimally viable only if its empirical predictions are superior to

those of this model. In this model, the subject is viewed as an expert logician.

The subject encodes all premises in a logically correct an~complete manner. Then

the subject combines the information that has been encoded in a logically correct

and complete manner. The subject’s performance, then, is flawless.

Atmosphe1~ model. Woodworth and Sells (1935 ) took a rather dim view of

subjects’ logical abilities, proposing a model that was almost as extreme in its

postulation of alogica].ity as the ideal model is extreme in its postulation of

complete logicality . According to the atmosphere model, subjects always encode

the polarity (affirmative or negative ) and quantification (un iversal [all ] or

particular [some]) of each premise. In combining information from the premises,

the presence of a negative in one or bo.th premises leads to a preference for

a. negative conclusion. The presence of a particular in one or both premises leads

to a preference for a particular conclusion. If both a negative and a particular

appear in the premises, then the preferred conclusion is a particular negative.

Note that in the limiting case of this model, the subject is utterly alogical,

responding only on the basis of surface features of the premises.
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Conversion model. Whereas Woodworth and Sells (1935) suggested that sub-

jects are largely alogica.]. in their combination of premise information , Chapman

and Chapman (1959) suggested that subjects combine premise information in a

logically correct and complete manner. Subjec ts t errors derive from the con—

• version of premises in the encoding stage of’ syllogistic reasoning. In other

words , both a premise and its converse are assumed to be true. For example ,

the premise “All A are B” is interpreted to mean that “All A are B and all B

are A. ” “Some A are B” is interpreted to mean that “Some A are B and some

are A. ” A problem arises becaus e although the meaning of the latter premise

is not changed when this premise is converted , the meaning of the former premise

is changed. Similarly, the meaning of the premise “No A are B” (or , equiva-

lently , “All A are not B” ) is not changed by conversion , whereas the meaning

of the premise “Some A ar e not B” is changed.

Bandom—eombin~.ticn model. According to this model, as proposed by Ericksnn

(197k), subjects encode only certain single representations of the set relations be—

tween the two terms of a premise; other representations are never encoded. The

five possible set relations are shown in Figure 1. Consider , for example ,

• Insert Figure 1 about here

the premise “All A are B. ” Erickson has suggested that with probability .75,

subjects encode the relation between A and B as one of equivalent sets; with

probabIlity .25, subjents encode the relation as one of subset (A) — set (3) .

Other set relations are not used. Note that although both relations are

correct , only one is encoded. Note also that both of the two possible correct

• relations are used at least sometimes. This is not always the case , however.

In r epre sent ing  the p r e m i s e  “~~‘ne A are B,” ~ibjc cts  are assumed to encode

the set ( A )  — subset (~~
) relation with probability .25, an:I the overlapping

set re 1~ t lonsh ip  with probabil i ty .75 ; alt~o-u’~h r~~~ttion~ of equIv~ lent ~:ets

~~~~~~~ ~~~~~~~~~ 
(
~~) — Set (

~~
) are also logically correct , they ~~‘o n - v c r  use l .  The

~~-~~~~~ -—~-— . ~~~~~~~~~~~~~~~ --•, - - - —~~~--—~~~~~~----.—- -~ •~~~.
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probabilities are suggested by Erickson as approximations , not final values.

The combinatior ~rocess, like the encoding process, is incomplete. Sub-

jects choose at random one of the possible ways of combining two representations

(one from each premise). For example , suppose that B and C are overlapping sets ,

and A is a subset of B. Then A and C might be disjoint; or they might be over-

lapping; or A might be a subset of £~ 
The subject chooses one of these relations

at random in the combination process.

Complete-combination model. This model, also proposed by Erickson (19714),

makes the same assumptions about encoding as does the random combination model.

• The difference between models lies in the combination stage. In this stage,

subjects are assumed to combine the two representations (one from each premise)

in a logically correct and complete manner, that is, in all possible valid ways.

In the example given above, therefore, the subject would compute all three

possible relations between A and C.

Transitive—chain model. In this model, proposed by Guyote and Sternberg

(Note 1), subjects are assumed to encode premises in a logically correct and

complete manner. Errors can result from the combination stage, however. First,

subjects are assumed to combine a maximum of four pairs of representations.

This maximum is set by the limits of working memory. Consider, for example,

the premises “Some B are C. All A are 5.” Complete encoding of the first

premise results in four set relations: B and C equivalent, B and C overlapping,

B as a subset of’ C, B as a superset of. C. Complete encoding of the second

premise results in two set relations: A and B equivalent, A as a subset of’ B.

There are eight possible ways to combine the first four set relations with the

second two set relations. Subjects use a maximum of four, however. Second ,

identical representations——A and 3 equivalent——are combined before sy tnetrical

representations——A and 3 overlapping, A and B dIsjoint——which are combined

before asyrm~etrical representations——A as a subset of 3, A as a sunerset

of B. In the present context, a syrmetrical relation is defined as one in which 

~~ •. ~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~
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the positions of A and B could be reversed without changing the meaning of the

representation. In an asyrmnetrical relation, the positions of A and B

• cannot be changed without changing the meaning of the relation.

Quantification of Models

The random-combination, complete-combination, and transitive-chain

models were specified by their original authors in sufficient detail to per-

mit quantification. Quantification of the idea]. model is straightforward ,

• since it always predicts the logically correct answer. The atmosphere and

conversion models were not originally specified in sufficient detail to per-

mit quantification, and so we have added what we believe to be minor assump-

tions that are consistent in spirit with the original models. Quantification

procedures for each of the six models are described in the appendix, although

reading of this appendix should be deferred until reading of the M3thod see—

tiori is completed.

Inevitably, the numbers of’ free parameters will vary across the alterna—

• tive models because of their radically different assumptions about the sources

of error in syllogistic reasoning. At one extreme , the ideal , atmosphere ,

and conversion models as formulated in thi s article permitted predictions of

responses without estimation of any parameters. At the other extreme, the

• random- and complete- combination models as formulated here required as many as

uceparameters. The transitive chain model roguired four. The differences

in numbers of parameters obviously must be tahen into account in assessing

Comparative model f i t s .  As it turned out , however , there ~as little rela-

tionship between the number of parameters in a model ~nd it~ fit to the data.

In view of this fact, and the fact that our primary goal ~r r~ to d ternine

which of the models best fit the data, regardless of the n~~-ber  c~’ sourcc~ of

error it i~~ l i c d , we s:erc’ not particularly concern’~d about ~~~~~~~~~~ ces in

- ~~~~~~~~~~~~~ 

--
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numbers of parameters.

Method

• Subjects

Subjects were 614 Yale College students participating for credit in an

introductory psycholo~~r course~ Thirty—seven of the subjects were men, and

27 were women. None of’ the subjects had ever had a course in formal logic .
• Materials

Premises. Premises were presented in the context of either of two tasks,

an encoding task or a combination task. In the encoding task, subjects would

receive a premise such as “Some A are not B,” and a conclusion such as “No

A are B. ” The subject would have to indicate whether the conclusion was def-

initely, possibly , or never true of the single premise . In this particular

case, the logically correct answer is “possibly true,” since if at least some

A are not B, it is possible that in fact none of the A are B. In the combi-

nation task, subjects would receive a pair of premises such as “Some B are C.

All B are A ,” plus a conclusion , such as “Some A are C. ” The subject would

have to indicate whether the conclusion was definitely, possibly, or never

true of the premises considered together. In this particular case , the logi-

cally correct answer is “definitely true ,” since for the given premises , there

viii always be at least one A that is a C.

Premises in the encoding task used the letters A and B. Premises in the

combination task used the letters A , B, and C to denote the subject , middle

term, and predicate of each syllogism. All premises in both tasks were either

affirmative or negative , and universal or particular , yielding four ~oss ib1e

statements: All A are 3, Some A are B, No A are B , Some A are not 3. In the

encoding task , these four statements served as the single premises presented

to subjects. In the combination task , there were 15 different  pairs of premises,
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• U of which had at least one valid conclusion and .t of which had no valid

• conclusion among the standard subset of four (described below). The pairs

• of premises are shown in Table 5.

Conclusions. Each premise or pair of premises was presented with only a

single conclusion at a time. Over the course of’ the experiment, however, sub-

jects received the premises together with either a full set of 10 conclusions

or a standard subset consisting of I’ ‘onclusions from the full set. The sub-

set consisted of the conclusions commonly used in syllogistic reasoning tasks:

Al]. A are C , Some A are C , No A are C, Some A are not C. (In the encoding

task , B was substituted for C . )  The full set of conclusions consisted of the

standard subset , plus six additional conclusions: All C are A , Some C are not

A , All A are C and all C are A , Some but not all P. are C and some but not all

C are A , All A are C and some C are not A , AU C are A and some A are not C.

(In the encoding tack , B was substituted for C . )  The reason for including

~~~ 
these particular additional conclusions will be discussed later.

Design

The basic design of the experiment was a two—by-two factorial arrangement,

with task (encodin~; or combination) crossed with number of conclusions (standard

subset or complete set ) .  Each of the four conditions involved testing of 16

subjects , .n on c  of whom overlapped between conditions. The dependent variable

was each subject’s response of “definitely true,” “possibly true ,” or “never

trie” to each concTh~ ios for each premise or pair of premises .

Subjects were te3tcd in small groups . At the beginning of the test ing

session , suh~’cct s ~~rc told the nature of the task , and that we were concerned

~ith ]o~;ica1 v•L1i]it~.’ of conclusions. Subjects were warned that “possibly true ”

~as not m t  ~~d as a weak form of , or hedge for , “defin i t e ly  true .” It was to

be use~1 only  ;~ . n  t~~’~ conclusion was nei ther  r io fin i t e ) :,  true nor nevor true of

~~~~~~~~~~~~~~~ .
~~~~~ . ~J1IT I1~1” ~~~~~~~~ - . •- 

._~~~~~~~~~~~~~~~~~~~~~~~~~~ ‘ - • •
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the premise(s). As Is customary in ex~erjment s on syllogistic reasoning , sub-

jects were infc.,r.~ed that the logical meaning of some is “at least some and

possibly all,” which contrasts with the everyday meaning of some, “some but not

all. ” After the instructions were completed , subjects tried one practice

problem with each type of conclusion they would, later receive in the test

trials. Thus , subjects in the subset groups received four practice items ,

and subjects in the ftll—set groups received ten practice items.

When they were ready to begin the experimental task , subjects were told

that problems must be solved in the (random ) order in which they were presented ,

that they were not to refer back to previous problems in solving new problems,

and that they should respond as accurately as possible . The subjects then

began the Solution of test problems , which were printed one to a page in con —

puter—generated booklets . Subjects had as much time as they needed to complete

the problems , which numbered 140 in the encoding task with the complete set of

conclusions , 16 in the encoding task with the standard subset of conclusions ,

150 in the combination task with the complete set of conclusions , and 60 in the

combination task with the standard subset of conclusions. -

I .

_ _ _ _ _ _ _  J
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Results

Basic Statistics

For the subset of conclusions common to both the group receiving the full

• set of conclusions (hereafter , the “ full—set group”) and the group receiving the

subset of conclusions (hereafter , the “subset group”), the mean proportion

• of logically correct responses in the encoding task was .90 for the f ull—set

group and .90 for the subset group. The mean proportion of logically correct

responses in the combination task was .79 for the full—set group and .71~ for

the subset group. An analysis of variance revealed a highly significant ef—

• fect of task , F(i ,60) 2l.~ ]., ~ < .001, but trivial effects of group , F(l ,60) < 1

and task by group Interaction , F(i ,60) < 1.

These data indicate that the combination task is harder than the encoding

task , which is to be expected since the combination task requires prior en-

coding of the premises of the problem. Performance on the encoding task is

considerably better than would be expected from the predictions of most of

the performance models , but not as good as the perfect performance predicted

by the idea], and ~rans~ tive—chaIn models . In order to evaluate performance

on this task and the combination task more precisely , it is necessary to ex-

amine the results of the comparative model testing.

ComparatIve ~o~~’l Testin~

The alternative models were quantified according to the principles de-

scribed earlier and usin~ the procedures outlined in the appendix. The models

were tested throu~.h model predIctions derived in two ways. First , parameter

estimates d~rive~ from the selection ta.;k for abstract syllogisms in ~xp~ r iment

1. of Guyotc ar.i Ztcrnberg (~ ote 1) were entered into the arpro ; r iate  equ~t~ ions

for the pre sent  evaluation task , and used as the basis for predict in~ responses

Seconi , ar ~‘ .~~ ors were est i~ J~”~I from the present data sets and u~;cd as the

- -• - .
~~~~~

• 
~~~~~~~~~~~ 

- •
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basis for predicting ~~spoz~ses. The first procedure enabled us to test the

stability and genera1~ty of parameter estimates over subjects (with two sam—

pies drawn from the a .me population) and. over tasks (response selection in

Gt~ote & Sternberg (Note 1] versus response evaluation in the present experi-

ment; combination in Guyote & Sternberg [Note 1] and the present experiment

versus encoding in the present experiment only). Since the number of data

points was also greater in the Guyote and Sternberg experiment than in the

present experiment (180 versus a range of 16 to 150——see Tables 1 and 2),

the parameter estimates from the selection task could be expected to be

somewhat more constrained than those from the present evaluation task. The

second procedure enabled us to test how well the models fit the data when

parameters were estimated specifically for the tasks and subjects at hand..

~~coding. Table 1 shows comparative model fits for the encoding task. 

Insert Table 1 about here

~~dei fits are presented for three data sets. The first data set is for the

standard subset of conclusions (All A are C; No A are C; Some A are C; Some

A are not C) as responded to by the subset group. The second data set is for

the same subset of conclusions as responded to by the full—set group. The

third data set is for the full set of conclusions as responded to by the full—

set group. Model fits are presented in terms of the proportion of variance

in the data accounted for by each model (R2) and the root—mean—square deviation

of the observed from the predicted values (RMsD). Each data point was a mean

over subjects of the proposed response (1 definitely true, 2~possibly true,

3~never true) of the subjects to each conclusion for each of the four premises.

- .~~~~ ~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~ • ~~~~~~~~~~~~~~~ • _ _
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The reliability of each data set was computed by arbitrarily dividing

the subjects into two groups of equal size, computing the correlation across

item types between quantified responses for the two sets of subjects, and

correcting this correlation by the Spearman—Brown formula to take into ac-

count the fact that only half the subjects were used for computing the values

• of each variate.

• With the Guyote—Sternberg parameter estimates, the ideal—subject and

transitive—chain models do an excellent job of predicting subjects’ responses

for all three data sets. 
- 
The complete— and random—combination models and the

atmosphere model clearly do not predict the data as well, despite the large

number of parameters estimated for the first two models. The conversion model

makes predictions indistinguishable from those of the ideal—subjec t and transi-

tive—chain models for the subset of conclusions, but its predictions are dis—

tinguished for the ful l set of conclusions ; and for this set , the conversion
-. - model is inferior to the ideal—subject and transitive—chain models. These

data are therefore consistent with the notion that subjects approximate a

atrate~ r of complete and correct encoding of the syllogistic premises.

The parameters as estimated directly from the present data are less

useful in distinguishing among models. Possible reasons for this lessened

distinguishability are discussed in the next section. Whatever the reasons ,

it appears that the larger numbers of parameters in the complete— and random—

combination zr.odels buy virtually nothing in the present analysis in terms of

improved prediction of the complete- and random—combination models over the

Ideal—subject and transitive—chain models.

It is import an t to note that r.ot even the~’e two preferred (an d indIstimr~uizh—

able) models for the encoding task perform at a level comparable to the rel1abilit:,

of the data. Thus , the Ideal—subject /tran sit ive—chain strat ery of crmpiet

~~ ~~~~~~~~~~~~~~~ ~~~~~~~~~~~~ ~~~~~~~~~~~ - •
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and correct encoding .~.n be viewed. only as an approximation to the

• strate~ r or strategic ~ subjects actually use. A true model of performance

in the encoding task would have to account for all of the systematic variance

in the data , something none of the models tested is able to do.

Is nearly flawless encoding characteristic of individual as veil as

group performance, or might it be some averaging artifact that does not in

fact veridically represent the performance of individual subjects? The

answer to this question was sought through the modeling of individual data.

Table 2 shows individual model fits for members of the subset group. Fits

for each model are presented both in terms o~ R2 and RMSD. Because the

models predict probabilities of resnonses, parameter estimation for inc h —

vidua]. subjects would be possible only with very large numbers of replications.

Since there were no replications for individual subjects in this experiment,

the group parameter estimates ( from ~ cperinient 1 of Guyote & Sternberg, ~7ote i)

• were used in the model fitting. The absence of replications also made it

impossible to compute reliability of the individual data in the standard fashion.

The reliability index (or square root of the reliability coefficient) was there-

fore estimated as the correlation between an individual’s pattern of data and.

the group pattern of data (with that individual excluded). This estimate of

the reliability index is conservative , since it assumes that the group pattern

represents the true pattern (over infinite replications) for each individual.

Insert Table 2 about here

The first thing to note in the table is that despite the absence of repli—

cated observations for individual subjects , the data for these subj ects were

highly reliable. The estimated reliability index was at least .85 in 15 of 16-cases , ~

at least .9V,in 11 of 16 cases. Subject l~) , wi th an index of .58 , was an anorv~.ly.
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The second thing to note is that a model of flawless encoding best

accounted for the data of almost all of the subjec ts (13 ol’ 16 using

as the criterion , or 114 of 16 using RMSD as the criterion). This model

• • accounted for all of the variance in the data of 6 of 16 subjects, and

the mean R2 across subjects was .814, a most respectable level of fit for

individual data. This mean is reduced. considerably by the anomalous

Subject 10, whose data were of low reliability and for whom none of the

• models were satisfactory. (Note that for the subset of conclusions , the

predictions of the conversion model cannot be distinguished from those

of the Ideal and transitive—chain models. The data for the full set of

cc nclusions does distinguish models , and the individual data for the full

set of conclusions, like the group data, argue strongly against the con-

version model.)

In general, the patterns of RMSD closely follow those of R2. This con-

gruence of outcome is to be expected where subjects use the scale of response

choices In much the same way , since the major difference between R2 and R~~ D

is that H2 allows an additive constant in evaluating fit , whereas RMSD does not .

Individual differences in the use of the response scale (l definitely true ,

2 possibly true , 3 never true ) appear to have been quite small . Mean scale

values averaged across items ranged from 1.914 to 2.31 for individual subjects ,

with a grand mean of 2.0~ and a standard deviation of .08. The ideal subject

would have shown a mean of 2.00. Although subjects differed little among

themselves, and 9 of 16 subjects had means of exactly 2.00, the mean across

subjects (2.014 ) did differ significantly from the ideal mean (2.00), z = 2.00 ,

< .05. subjects were on the average slightly more conservative than the ideal

subject would be , as would be expected if they somet imes failed to apprecia

all possible enco t ings of a prcr~ise. Stanciard deviaticn: ; of respon~ cs for

-... -.— -

~
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individual subjects ~n~ed from .73 to .93, with a mean across subjects of

.87 and a standard dLviation of .05. This mean standard deviation was

significantly lower than that which would be shown by the ideal subject (.89),

z = —2.15, p < .05, indicating that subjects were less variable in their

responses than an idea]. subject would have been.

• Combination. Table 3 shows comparative model fits for the combination

task. Reliability of the data was computed Lu the same way as for the encoding

task. Model testing based upon the Guyote—Sternberg parameter estimates

Insert Table 3 about here

once again indicates the superiority of the transitive—chain model over the

alternative models . This model has the highest value of R2 and the lowest

value of RMSD for each of the three data sets. 2 The absolute levels of fit

are also quite respec ;able , especially for the subset of conclusions . As in

the encoding task, however , the values of H2 are lower than the reliability,

• indicating the presence of systematic variance unaccounted for by any of the

models. None of the models is true, therefore, in accounting for subjects’

strategies in encoding and combining premise information.

As was the case in the analyses for the encoding task , the models are

less distinguishable when parameters are estimated for the present data. Why

do parameter estimates from the evaluation task consistently distinguish models

-l ess well than the estimates from the selection task? There seem to be three

possible reasons, any or all of which may contribute to lessened distinguishability

in the evaluation task. First, the number of data points from which Parameters

were estimated was larger in the Gtnjote—Sternberg experiment than in the present

experiment , so that there was less opportunity for capitalization upon , chance

in the earlier experiment. In models with relatively large numbers of narameter s

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
--

~~
• .•



r ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
‘p

• Components of Reasoning

17

(such as the complete— and random—combination models), capitalization upon chance

can be a serious problem. Second , the response—evaluation task used in the

present experiment eliminates the comparison stage of syllogistic reasoning,

which is a major source of variation in the differential predictions of the

alternative models. Third, there seems to be at least some difficulty in the

combination task in distinguishing between relations that have not been encoded

and. those that have been encoded but not combined.3 The encoding task, therefore,

is useful in showing the very high level of performance subjects reach in

encoding when encoding is isolated from combination.

Table 14 shows individual model fits for members of the subset group.

Procedures for computing the individual model fits and reliability indices were

the same as in the analysis of the individual encoding data.

Insert Table 14 about here

The data are again highly reliable: The mean correlation between m di—

• vidua.]. and group data was as high as .814. The transitive-chain model was

again the preferred model, best accounting for the data of 7 of i6 subjects

with R2 as the criterion, or & of 16 subJects with P~ 3D as the criterion.

The absolute levels of fit, with mean H2 = .72 and me an RMf~D .1414, were also

quite respectable for individual—subject data. In all but two cases where

a model other than the transitive—chain model was preferred , the difference

in and ~‘~ D between the transitive—chain rudel a:ut the preferred model was

small (between .01 and .03 units of R - ~~) ) .  In two canes , h~~ ever (~“uhJeets

9 and 11), the individual data were clearly better fit by the ideal—subject

model than by any other model. It thus appears that a s~all minority of sub-

jects are able not only to encode pre~i~es ~Th~•’~;t pcr ’
~ctly , but to combine

them almost perfect ly as well . On the whole , h:~wever , the individual data

argue in favor of the general si:periority o~’ thc ’ mix :~ I mo~ c] over its cori~ et it o :~~.
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• Variation in use of the response scale was relatively snail, although

not as small r~s in the encoding task. Mean responses for individual sub-

je cts ranged from 1.85 to 2.23, with a mean of 2.02 and a standard deviation

• of .085. Standard deviations (representing variability in responses) ranped

from .10 to .92, with a mean of .80 and a standard deviation of .073.

Parameter Estimates

• Comparison across subjects and tasks. One basis for assessing the

• adequacy of a model is the stability of the model’s parameter estimates

across subjects and task variants. Stable parameter estimates indicate

that the model is generalizable across subjects and tasks, and that capitali-

zation upon chance is not a major factor in determining fit of the model

for any one task or group of subjects. Unstable parameter estimates, on

the other hand, call into question the genei~.lizability of the model and

the interpretability of any one set of parameter estimates.

Table 5 shows parameter estimates for the three models for which pararie—

Insert Table 5 about here

ters were estimated. Since encoding is assumed to be complete and correct

in the transitive—chain model, there are no parameters associated with the

encoding stage of this model, and parameters were estimated for the combination

task only. Our first concern was to assess the stability of the parameter

estimates across subjects and tasks. ‘This assessment was made by connutin~

the root—mean—slua~e deviation of the estimates across subiects and tasks.

These RMSDs are thus across pairs of colur is for a given model ~n Th~ 1e 5.

For the transitive~-chairi model, R!-~SD is .15 bet~een the ~t~yote—3ternberg

and ~ternberg—Turner data. R~~Ds were higher for the a1ternativ~ models: ~
‘or ~h

complete—combination model , the corresponding value of P - ~~ is .22 , and for

~~~~ -~ - -
~~~~•



~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Components of Reasoning

19

the random—combination model, it is .36. Thus, the parameter estimates of

the transitive—chain model do appear to be more stable and generalizable

across subjects and tasks, perhaps because of the reduction in chance fluc-

tuations often associated with estimation of a smaller number of parameters.

The values of RMSD were also computed between the encoding and combination

tasks in the present experiment. The values of RMSD were .15 for the complete—

combination model and .20 for the random—combination model.

Interpretation of parameter estimates. The value of p
1 indicates that

subjects combine only one pair of set relations about half the time, and

combine more than one (p2
+p
3
+p14) the other half. This restriction in the

number of combinations performed is assumed to be due to the lim itations

of working memory.

The parameters of the complete— and random—combination models signify

probabilities of encoding different premises by means of various set relations

• (see Table 5). For example, the probability of encoding “All A are B” as

A equivalent to B is estimated to be .80 in the present data for the complete—

combination model. Erickson’s model as originally formulated contained only

what are here called p1, p2, p3, and p 14. One of these parameters, p3, is es-

timated as 0 in all but one data set , where it is estimated as .01. The aug-

mentation of the models proposed here considerably improves the predictive

power of the m~-Jcls, however, in that most of parameters p~—p9 have values

that depart zubstantially from either 0 or 1. Apparently, “Some A are B” and

“Some A are not B” do have a variety of interpretations assigned to them , if

one accepts either of these models as valid (which we do not).

- 
- :~~~~~~~~~~ :•~~~~~~~~~ _____________________________
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Modified ‘~ruth “ab’e Analysis

The global quantitative analyses of model fits and parameter estimates

do not enable one to assess qualitative features of the data, such as the nature

of the representations subjeóts use. We have examined these qualitative fea-

tures of the data through a modified truth—table analysis similar in some

respects to those employed by Staudeninayer (1975) and by Taplin, Staudenmayer,

and Taddonio (l971~) for conditional premises . However , our methodolo~ r in

conducting this analysis was quite different from anyth ing that has been at—
• teapted before.

Consider as an illustration the premises “All ~~~ are ~~~ . All ~ are

We wish to know how subjects represent the set relation(s) that characterize(s)

(a) each of the pr~mjses and (b) the combined premises . We vi].]. deal in this

illustration only with item (b), since the principles are the same for item (a).

There are five possible set relations relating A to C: A equivalent to p.,,
superset of C, A subset of C, A overlapping with C, A disjoint with C. A

subject’s combined representation may contain any of the 2~—1 = 3]. possible

nonnull subsets of these f~~e set relations: If a subject has a logically

consistent (but not necessarily correct) representation, it will be one of these

3]. possible ones. Obviously, some combined representations are much more p].ausi—

ble than others, In the present example, three plausible combined representations

might be “A e~uiyaient ‘to C,” “A subset of C,” and “A equivalent to C or ~~, subset

of C.” (The last representation is logically complete and correct.) Is there

some way of n~~n~ out which of these (or other) representations subjects ac-

tually used? -..r proposed way is through the modified truth—table analysis.

Consider an exanpie of such an analysis presented in Table 6. Each of

Insert Table 6 about here

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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the 10 conclusions for the full—set group is shown at the left, and three

columns are shown at the right, one for each of the three plausible represen—

tationa. It turns out that each of these three representations predicts a

different pattern of “definitely true,” “possibly true ,” and “never true”

responses to the 10 conclusions given to the full—set group, and. in fact,

— each of the 31 possible representations predicts a different pattern. The

10 conclusions were chosen so as to yield a unique pattern of responses that

would permit us to distinguish the best (most frequently used) of the 31

possible representations. 
- 

- - -

Suppose that a subject believes the correct combined representation to

be that of “A equivalent to C. ” (He or she does not realize that “A subset of

C” is also possible.) Then the conclusion “All A are C” is definitely true of

this representation. This conclusion is also definitely true of each of the

other three plausible representations of the combined set relation, so that

the conclusion is not helpful in distinguishing which representation the sub—

• ject actually uses. In fact, all four of the standard syllogistic conclusions

(All A are C, No A are ~~ , Some A are C, Some A are not C) given to the subset

group yield the same pattern of predictions, so that one could not distinguish

among the three plau3ible representations on the basis of responses to these

conclusions: “All A are C” is definitely true of all of them; “No A art C” is

never true of any of then; “Some ~ are C” is definitely true of all of them;

and “Some A are not C” is never true of any of them. Consider , however ,

the conclu sion , “~ ll C are A.” This conclusion leads to a different response

for each of the plau~;ible representations. It is defin itely true of “A equivalent

to C,” It is never true, however, of “A subset of C,” since in this conclusion ,

some but not all of the C are A. It is possibly true of the third representation ,

In that it ~~ truc of one—half of the representat ion (A equivalent to C) but

-•-~~~~~~ -- -—•-~~~ -~~~~~ ~~~~~~~- • ~~--~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ •~~~ - --~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~ ~~~~~• - - ,- —--~~~~
•- -- - -
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• not of the other half subset of C).

We computed the root-mean—square devi ation between the pattern of re-

sponses to the 10 conclusions predicted by each of the 31 logically con-

sistent representations (again using l=definitely true, 2 possibly true,

3 never true) and both (a) the observed pattern of responses, and (b ) the

pattern of responses predicted by each of the models of syllogistic reason—

ing. Parameter estimates from the present experiment were used in makinr

these predictions. It vas possible through these computations to infer

for the full—set group both the representations they actually used for

each syllogism and the representation they were alleged ~.o use under the

asstusptions of each model. It seems likely that there would have been in-

dividual differences in the representations used by different subject~ , and

even in the representations used by single subJects at different times.

We examined only mean data, however, because of its greater stability and

because the extremely high internal—consistency reliability of the group

data for split halves of subjects suggested that individual differences ~7ere

not a major influence upon the results.

Table 7 shows the representation with the lowest R~~ D for each of the

encoding and combination problems. The models differed in the accuracies

Insert Table 
~ 

about here -

with which they predicted these representations. The avera:~e rank or der

of the best—fittiru~ representation (as determined by the actual data)

among, the 31 possible representations was computel for each moiel for both

the encoding and combination tasks. A rank of 1, for example, would indicate

that the best representation according to the rto iel is also the one ~~~~
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indicate subjects use. A rank of 2 would indicate that the actual represen-

tation was ranked only second best by the model . The average rank orders ~or

the respective tasks were 1.00 and 1.uio for the ideal—subject model, 1.00

and 1.1~0 for the transitive—chain model, 1.25 and 2.lsT for the complete—

combination model , 1.25 and 2.60 for the random—combination model , 1.50

and 2.20 for the conversion model , and 5.00 and 6. I~7 for the atmosphere model.

These results indicate that the ideal—subject and transitive—chain models

were better than the alternative models in predicting the best—fitting represen—

tation , although these two models were not distinguishable, possibly because

subjects receiving the full set of conclusions had more of an opportunity to reflect

upon possible representations for the combined premises, and thus may have

more closely resembled ideal subjects.
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Discussion

The present experiment investigated subjects’ performance in two

tasks, one requiring only encoding of the premises of syllogisms, the other

requiring both encoding and combination of premises. A major finding was

that subjects made only about 10% errors La the encoding task. Since this

figure includes constant sources of error as well as error due specifically

• to encoding , the result sugges’ s that errors in encoding are not a major

source of difficulty in syllogistic reasoning. Modeling of the encoding data

in the present experiment also supports the notion that encoding is not a

major source of response—choice variation in the syllogisms task. The

ideal—subject and transitive—chain models, which predict error—free encoding,

performed better than the alternative models that were considered. The

differentiation among models showed up clearly only when the Guyote—Sternberg

parameter estimates were used, presumably in part because of the greater

constraints in these earlier data. To summarize, then , the present data

suggest that encoding is nearly error—free, and that most errors occur in

combination (and in the response—selection task, in comparison as well).

This conclusion is opposed to that of certain other authors , most

• notably Ceraso and Provitera (1971). Like us, Ceraso and Provitera claimed

to test the encoding hypothesis directly. But whereas we sought to test

the encoding hypothesis by decomposing the syllogistic evaluation task and

by manipulating the conclusions given to the full—set group, Ceraso and

Provitera sought to test the hypothesis by manipulat ing the nature of the

premises given to a “modified” syllogisms group. The authors oroposed that

most errors in syllogisms tasks are attributable to encod ing failure rather

than to reasoning errors. They had subjects solve either traditional

• 
• - •- - - • • - - - • -  - • — — -
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syllogisms (using a variant of the response—selection task) or modified

syllogisms. The latter syllogisms were “modified” in the sense that sub-

jects were taught to represent each premise by Just one set relat±on.

Previous investigations by Ceraso (Note 2) had suggested that many people

in fact represent the premises of traditional syllogi sms only by single

set relations.

Ceraso and. Provitera interpreted their results as supporting the en—

coding hypothesis. This interpretation bears further examination . It ap—

pears that the performance of subjects in the modified group serves only as

a poor model for the performance of subjects in the traditional group: The

squared correlation between response—choice probabilities of subjects in the

two groups was only .69. One is not safe in concluding, therefore, that

subjects “responded to the traditional syllogisms as if they were the modi—

f r :  tied syllogisms , which accounted. for their errors” (Ceraso & Provitera, 1971,

p. 1400).

How well would. the transitive—chain model fit Ceraso and Provitera ’s

data~ Of the 13 syllogisms used by Ceraso and Provitera, 11 were used in

Experiment 1 of Guyote and Sternberg (Note i). We used the parameter esti-

mates from Guyote and Sternberg (Note 1) for the 11 co~~ on syllogisms to pre-

dict Ceraso and Provitera’s data for the traditional—syllogisms groun. Since

Ceraso and Provitera did not have as a conclusion “Some A are not C ,” we combined

this conclusion with “none A are C ,” which coul d be expected slightl-r to re ’t~ce

the f i t  of the t ransi t ive—chain model . Recall also that Ceraso and Provitera

did not teach subjects to use the logical mean ing of some, whereas Guyote and

Stcrnber~ did. This difference could also be expected to reduce the fit.

Nevertheless, the squared correlation between the predictions of the transitive—

chain r - 1 ~l ror - Guyote and Sternberg ’s data and Ceraso and Provitera t s tra’U tionii-
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• group data was .91. The squared correlation between the modified—group

arid traditiona~.—~-;roup data for these same 11 syllogisms was .69 (the same

as for the full .et of 13 syllogisms). Thus, the predictions of the trarisi—

tive—chain model for different subjects in a different experiment adininis—

tered. with different instructions were considerably better than predictions

based upon the modified—group data.

Ceraso and Provitera, recognizing that the traditional—group data were

not well predicted by the modified—group data, suggested two other sources

of error in syllogistic reasoning. The first was atmosphere of the premises.

The second was incomplete combination of set relations. Both of these

sources of error are predicted by the transitive—chain model of syllogistic

reasoning, according to which working memory limitations result in incon~lete

information processing during the combination stage, and atmosphere of the

premises serves as one heuristic for choosing a preferred conclusion during

the comparison stage (see Guyote & Sternberg, Note 1).

According to Ceraso and Provitera, a subset of five of the syllogisms

they used provided a particularly important test of their model, in that

neither of the two additional sources of error noted above should have opera-

ted differentially for the traditional— and modified—syllogisms groups. For

these five syllogisms, the squared correlation bet~ieen response—choice

patterns in the two groups was .92. Three of these syllogisms were also used

by Cuyote and Sternberg (N3te i). The squared correlation between th~ ~redic—

tions of the trar~itive—chain model for the Guyote—Sternber~ data and Cer’SD

and Provitera!.s response—choice data was .96. The comparable squared correla—

tion for these three syllogisms, using the modified—group data to predict

the traditional group data, was also .96.

We conclude from these analyses that the ~;ransitive—chain model ~r~’-~ ~~
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as good an account as Ceraso and Provitera ’s encoding hypothesis for the

small subset of the data considered iririediately above, and provides a much

better account of the data as a whole than does the encoding hypothesis

taken alone. Taken as a whole, therefore, the results 0r the present experi—

• ment as well as Ceraso and Provitera’s are consistent with the notion that

encoding errors are not a major source of response—choice variation in

• syllogistic reasoning. If subjects are not instructed to use the logical

meaning of some, it seems likely that response—choice variation due to the

encoding stage may increase. But this increased variation, to whatever

extent it may exist in Ceraso and Pr3vitera’s and other experiments, seems

likely to be due not to an (interesting) inability to translate verbal

descriptions into set relations, but to a (less interesting) ignorance on

the part of subjects of what a particular verbal description is supposed to

mean in sentential logic.

Modeling of the combination data also supported the transitive—chain

model, at least for the standard subset of conclusions. The data from

the subset of conclusions seem to rule out the ideal—subject, conversion,

and atmosph~-re models relative to the transitive—chain model. The complete—

and. random—combination models are ruled out only if the Guyote—Sternberg

parameter estimates are used. The transitive—chain model , howe Ver , showed

more stable parameter estimates across subjects and tasks than did either

the compleLe— or random—conbination models.

Using a modified truth-table analysis , we were able to infer the repre—

sentation~ used by full—set subjects in encoding and combining premises. It

was noted , however, that the additional conclusions given to full—set subjects

in order to enable us to infer their representations may have resulted in their

beco; inr~ nwarc of additional possible set relations.

Alth~~’~h th e results of this experinent and the previous ones (Guyote &
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Sternberg, Note 1) generally support the transitive—chain model, there is

systematic response—choice variation left unaccounted. for in all of the

experiments conducted so far . Neither the transitive—chain model, nor any

other model considered, for that matter, is true. The transitive—chain model

is no , doubt a simplification of the model subjects actually use. First,

it does not fully account for performance during encoding. The evidence

suggests that although encoding is not nearly so flawed as some investigators

have believed, neither is it flawless, as assumed by the transitive—chain

model. Second, the model does not fully account for the effects of syllo-

gistic figure (the order in which the terms appear in each of the premises)

upon response choice. Previous evidence (for example, Dickstein, 1973) sug-

gests that figure has fairly complex effects upon subjects’ choices of re-

sponses. A more sophisticated model, therefore, might take into account all

of these complex effects. Attempts at the formulation of such a model are

presently being made.

- - •
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Appendix

Quantification of Models of Syllogistic Reasoning

In this appendix, the quantification of the models of syllogistic reasoning

viii be described in some detail. Each description will be based upon an ex-

ample from the combination task , A].]. C are B. Some A are not B.

Idea]. Model

Encoding. According to this model, each premise is encoded completely and

correctly . Thus , the first premise of the example syllogism is represented as

la. C equivalent to B. 
- -

lb. C subset of B.

and the second. premise is represented as

2a. A overlapping with B.

2b. A disjoint with B.

2c. A superset of B.

Combination. The model also assumes the the premises are combined completely

and correctly. Each of the two set relations from the first premise can be corn— •

blued with each of the three set relations from the second premise, yielding six =
combinations.

la & 2a. A overlapping with C.

la & 2b. A disjoint with C.

la & 2c. A superset of C.

lb & 2a. A overlapping with C or disJoint with C or A superset of C.

lb & 2b. A disjoint with C.

lb & 2c. A superset of C.

The representations resulting from the various combinations are obviously non-

unique. In fact, there are exactly three distinct set relations between A and I

A overlapping with C, A disjoint  with  C , A supcrset of C.

~
_
~
___________1____ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Response. Resp~nses to the various conclusions are chosen on the basis of

this combined representation. Consider as examples the four conclusions from

the standard subset. “All A are C” fails to describe any of the three composite

set relations, and so is never true. “No A are C” correctly describes one of

the three composite set relations (A disjoint with C), and so is possibly true .

“Some A are C” correctly describes two of the three relations (A overlapping

with C, A superset of C), and so is also possibly true. “Some A are not C”

correctly describes all three of the relations, and so is definitely true. In

quantifying predicted. and. observed values, a response of “definitely true” was

assigned a numerical value of 1; a response of “possibly true” was assigned a

numerical value of 2; a response of “never true” was assigned a numerical value

of 3 , 4

Transitive—Chain Model

~~coding. The transitive chain model, like the ideal model, assumes corn—

plete and. correct encoding, so that the discussion of encoding for the idea].

model is relevant here as well.

Combination. Encodings la, 2a, and 2b are symmetrical, and hence preferred..

As a result, there are two preferred pairs of set relations——la & 2a, la & 2b.

These will always be combined first. Let

p1 
= P(performing one combination)

= P(performirig two combinations)

p
3 

= P(performing three combinations )

= P(performing four combinations)

If just one combination is performed., it will be with one of the two pre-

ferred pairs of set relations: -

la & 2a. A overlapping with C. 

~~~~~~~~~----•-~~~~~-—- • . • ~~~~~ -~~~~~~~~~~~~~ - 
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is & 2b. A disjoint with C.

Since each of the two possible combinations is equally likely,

P(A overlapping with C) = 1/2(p1)

P(A disjoint with C) 1/2(p1)

If two combinations are performed., they will be the two preferred ones , so that

P(A disjoint with C , A overlapping with C) = p2

Suppose that three combinations are performed. They Will be some subset of

the six possible combinations of la and lb with 2a, 2b, and 2c. Six combinations

taken three at a. time results in 20 possible subsets. But the two preferred pairs

must be included , so that only one of the four combinations is left to vary.

Four things taken one at a time results in four possible subsets. Listing of

the elements in these subsets reveals that

P(A disjoint with C , A overlapping with C , A superset of C) = 3/~4(p3)

P(A disjoint with C, A overlapping with C) =

Suppose, finaliy, that four combinations are performed.. The sasue logic applies

as was used. above in determining possible coubinations. There end up being six

possible subsets. Each of the subsets yields the sane three composite represen-

tations , so that

P(A disjoint with C, A overlapping with C, A sunerset of C) =

To suxmnarize, subjects might use any of four possible representations, depending

upon how many and which combinations they perfo rmed. The four possible represen-

tations and their associated probrtbilitier are

P(A disjoint with ~~ 
= 1/2(p 1

)

P(A overlapping with C) 1/2(p1
)

P(A disjoint with C, A overl~.pping with C) = p2 
+ l/~ (p3)

P(A disjoint with C, A over1~t~ping ‘.rith C, A superset of C) = 3/14(p3) + p~4

L - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~
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Response. The 1i te~ response for each conclusion can now be computed.

Let us consider the prediction for the conclusion, “Some A are C. ” If the

subject uses the fi st representation (A disjoint with C), the conclusion is

never true. If the subject uses the second representation (A overlapping with

C), the conclusion is definitely true. Finally, if the subject uses the third

or fourth representation (A disjoint with C , A overlapping with C or A disjoint

with C , A overlapping with C, A superset of C), the conclusion is possibly true,

since at least one, but not all of the set relations in each representation can

be appropriately described by this conclusion. We are now able to state that

P(”definitely true”) = 1/2(p1)

P(”possibly true”) = p2 + p
3 

+ p4

P(”nevcr true”) = 1/2(p1) 
-

It is now possible to compute the predicted value for the conclusion, keeping in

mind that “definitely true” is assigned a numerical value of 1, “possibly true” a

numerical value of 2 , and “never true” a numerical value of 3. The predicted

value is simply the expected value of the possible responses :

Predicted value = 1(1/2(p1)} + 2[p2 + p
3 

+ p4] + 3( 1/2(p1)]

= 2(p1+p 2 + p 3 + p ~ ) = 2

In this particular examp].e, it is not necessary even to estimate the individual

ValUeS of p1~ p2’ 
p3, and p4, since they must sum to 1. In other exa~~1es , how-

ever, the values of the probabilities must be estimated in order to predict the

response to a given conclusion.

Random ~Combinat ion Model

Encoding. According to E±ickson ( 197h) , a given set relation may have a

predefined probability of zero or one of being used to encode a given premise,

or it nay have an estimated probability of being used. Consider the ~re~ ~se

“All A are B.” Two parameters, which we shall label and D
2~ 

arc associated 

--- - ;  --.- -~~~~~~ - . .~~~- - .~~~~~ -.- 
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with encoding of this premise:

p1 
= P(encod.ing “All. A are B” as A equivalent to B)

= P(encoding “All A are B” as A subset of B)

All other encodings are used with probability zero. The premise “No A are B”

is encoded as A disjoint with B with probability one. In Erickson’s formulation

of the random-combination model, two parameters, which we shall call p
3 
and p4,

are associated with the encoding of the premise “Some A are B”:

p
3 

= P(encoding “Some A are B” as A superset of B)

= P(encoding “Some A are B” as A overlapping with B)

All other encodings are used with probability zero. Erickson apparently did not

inform his subjects of the logical meaning of “some,” as is commonly done in

experiments on syllogistic reasoning. We did inform subjects of this meaning ,

however , rendering it implausible that subjects would never use the other two

set relations that properly describe the premise “Some A are B.” We therefore

estimated two additional parameters for our data :

p
5 

= P(encoding “Some A are B” as A equivalent to B)

= P(encoding “Some A are B” as A subset of B)

The premise “Some A are not B” is proposed by Erickson to be encoded. as A over-

lapping with B with probability one . In order to maximize the fit of the model

to the data , three additional parameters were also estimated , corresponding to

probabilities of encoding “Some A are not B” in various ways:

P(encoding “Some A are not E” as A superset of B)

p8 = P(cncoding “Some A are not ~~~
‘ as A overlapping with B)

p
9 

= P(cncoding “Some A are not B” as A disjoint with B)

Note that the model with parameters as estimnted Is an au~ icnted version of

Erickson ’s ori~ inal model. Its performance will always be equal to or bette~

thrt n that  of the oririnal model , since fi xed constants In the original model &re
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nov estimated. as ~..ee parameters. The augmented version of the model retains

Erickson’s basic nformation—processing framework while permitting more

flexibility in th-~ encoding process.

Turning now to our example syllogism, we see that the first premise of

the example problem can be encoded in either of two ways (l.a or lb), and the

second premise can be encoded in any of three ways (2a, 2b, 2c). The probability

that the first premise of the example will be encoded as C equivalent to B

is p1; the probability that it will be encoded. as C subset of B is p2. The

probability that the second premise of the example vii.]. be encoded. as A

superset of B is PT; the probability that it will be encoded. as A overlapping

with B is p8; and the probability that it will be encoded as A disjoint with

B is p9. Note that in Erickson ’s model , subjects always encode each premise

with only one set relation.

Combination. Since the first premise can be represented in two ways and

the second premise in three ways , there are six possible ways of combining infor-

mation from the two premises , which are the same as the six shown for the ideal

model (see Combination section). The probabilities of the various combinations

are la with 2a, p..p
7
; la with 2b, p

1
p8; la with 2c , p1p

9
; lb with 2a, p

2
p
7
;

lb with 2b, p
2p8

; lb wi th 2c , p2p
9. In all of these possible combinations

except lb with 2a , there is only one possible resulting set relation , so that

the probability of using each set relation is equal to the probabilities of

the various combir~ations. If lb is combined with 2a , however , there are three

possible resultinr set relations. In the random combination model, only one

of the three combined. set relations is constructed , however , and this one is

chosen at random. Thus, the probability of any one of the three set relations

being constructed is 1/3(p~p
7

).

We can now compute the probability that any riven set relation will result
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from the combination process:

P(A overlapping with ~) = + 1/3(p 2p7
)

P(A disjoint with c) = pip8 + P2P8 + l/3(p2p
7

)

P(A superset of C) = p1p9 
+ l/3(p2p7 ) + p2p9

Response. The predicted value of the subject ’s typical response for each

conclusion is computed. in the same way as for the transitive—chain model • The

predicted response is an expected value computed. by summing the products of

the numerical value of each possible response (definitely true , possibly true ,

never true ) times the probability that each response is given. Consider the

conclusion “Some A are C.” The response “definitely true” will be given if

either the set relation A overlapping with C or the set relation A superset

of C is used. The response “possibly true” viii never be given in this or

any other example , since only one set relation is ever used in the combined

representation. The response “never true” will be given if the set relation

A disjoint with C is used. The associated probabilities are

P(”definiteiy true”) = p
1p7 

+ 2/3(P 2P7
) + p

1p9 
+ p2p9 

-

P(”possibly true”) 0

P(”never true”) p1p8 
+ p2

p
5 

+ 1/3(p2
p
7
)

The predicted value of the response to the conclusion “Some A are C” is thus

Predicted value = l(p
1p7 

+ 2/ 3(p2p7
) + p

1
p
9 

+ p
2
p
9
) + 2(03 + 3(p1p8 + +

l/3(p2
p
7

))

~~lete -Combination Model

Encodin.~ This model makes the same assumptions about encoding as does the

random combination model.

Combination. This model differs from the random combination model in one

fundamental respect. If a combined representation corrorises more than one ~~t

relation, all set relations are constructed rather than one bein~ chosen ~
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dom. In the example problem , therefore ,

P(A overlapping with C) = p1p7 
+ p2p7

P (A disjoint with £.) = p1p8 + p2p5 + p2p7
P(A superset of C) = p

1
p
9 

+ p
2
p + p

2
p
9 

.

Regponse. The predicted. response is computed. in the same way as above. For

the conclusion “Some A are C,” the probabilities associated with each possible

response are

P(”definitely true”) = p
1p7 

+ p1p
9 

+ p2p
9

P(”possibly true”) =

P(”never true”) = p1p8 + p
2
p
8

The predicted value of the response to the conclusion “Some A are C” is

Predicted value + l(p1p
7 

+ p1
p
9 

+ p2p
9

) + 2(p
2
p
7
) + 3(p1p8 + p2p8)

Conversion Model

Encoding. It is assumed that eachpreniise is represented. as the conjunction

of the prem~se in its stated form and the premise in its converted. form . Thus ,

the premise “AU C are B” in the example is interpreted as meaning that “All C

are B and all B are C,” and is represented as C equivalent to B. The premise

“Some A are not B” is interpreted as meaning that “Some A are not B and some

B are not A ,” and is represented. as A overlapping wi th B , A disjoint with B.

Note that under this interpretation of the conversion model, representations

of both premises are different from those obtained under the idea]. model.

Combination. Combination proceeds as in the ideal model , except that com-

bination is performed upon the representations as encoded by the rule stated

above. Combining the one set relation from encoding of the first premise with

the two set relations from encoding of the second premise yields the combined

representation A overlapping with C , A disjoint with C.

_ _ _  

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Response. It is assumed that combined representations are compared di—

rectly to the conclusions, which are interpreted. in unconverted form. Consider

the conclusion ”Soxse A are C.” The predicted value for the response is 2 (“pos—

sibly true”), since one but not the other combined set relation is properly de-

scribed by this conclusion.

Atmosphere Model

Encoding. According to this mode]., subjects are assumed to encode two fee.—

tunes of each premise, the quantification (universal, or particular ) and the

polarity (affirmative or negative). In the example syllogism, the first premise

is universal affirmative and the second premise is particular negative.

Combination. Combination proceeds according to two rules. First, if

either or both premises is particular , then the atmosphere of the syllogism

is particular; otherwise , the atmosphere is universal. Second., if either or

both premises is negative, then the atmosphere of the syllogism is negative ;

otherwise, the atmosphere is affirmative. In the example syllogism, the second.

premise is both particular and negative ; hence , the atmosphere is particular

negative. -

Response. The subject evaluates the atmosphere of each conclusion. If

the atmosphere of the combined. premises matches the atmosphere of the conclusion

in both quantification and. polarity , the subject responds “definitely true.” If

the atmosphere of the combined. premises matches the atmosphere of the conclusion

in either quantification or polarity, but not both , the subject responds

“possibly true .” If the atmosphere of the combined premises matches -the atmos-

phere of the conclusion in neither quantification nor polarity, the subject

responds “never true.” Consider, for example, the conclusion “Some A are C.”

This conclusion is particular affirmative. Since its atmosphere matches the

atmosphere of the combined premices in quantification but not polarity, the 

- - -- . - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -- -~~~~~~~~~~~~~~~~~~ -~~~~~~~~~~~~~~~~~~~~~~
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subject is predicted to responds “possibly true,” and the predicted value for

this conclusion is therefore 2.

_ _ _ _ _ _  
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reported in the article was supported. by NSF Grant BNS—76—05311 to Robert
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Connecticut 06520.

1These six models exhausted. the plausible alternatives that we could find

that were suitable for our purposes . Since preparation of the article ,

Johnson—Laird and Steedi~ian (j978) have proposed a new model of syllogistic

reasoning. The model of Ceraso and Provitera (1971) was considered , but was

deemed unsuitable because of its funda mental assumption that subjects do not

know the logical meaning of some. We, like most investigators, instructed

subjects as to this meaning . We attempted to quantify the model of Revlis

(1975), but found the level of detail presented in Revlis’s (1975) article

insufficient for quantification.
2Root—mean—square deviations were also conputed for individual syl1ogi:i~.

The ideal—subject model had the 1owe~t RMSD or was tied for the lowest on

the 15 syllogisms, the transitive—c~’ain model on 12, the co~p1ete—corth~na t icr ~

model on 5, the random—combination model on 6, the conversion model on 9, ~.n±

the atmosphere model on 3. These numbers sun to greater than 15 because of

the large number of ties.

3This observation was made by ?tartin ~uyote.

~ 

--~~~ -~ . - -.



Components or  Reasoning

)s3

~Three alternative procedures were used for prediction of response choices.

In the first, the expected value of the response for each conclusion (on the

1 to 3 scale ) was used as the predictor , an’l the observed rosponse to each

conclusion (also on the 1 to 3 scale) was used. as the criterion. In the

second procedure, computations were identical, except that conclusions desig—

nated. as logically valid. (definitely true ) were assigned a value of 1, and

conclusions designated as logically invalid (possibly true or never true)

were assigned. a value of 2. In the third procedure , the expected proportions

of definitely trues, possibly trues, and never trues for each conclusion were

used. as predictors (resulting in three times as many data points as for the

first procedure), and the observed proportions were used as criteria. The

three methods gave very similar results, and so only results from the first

method are reported here. Prediction equations for the method may be ob—

tam ed by writing to the senior author. -

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
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Table 5 Continued

ap - P(Pertorming exactly one combination)
= P(Perforniing exactly two combinations)

p3 = P(Pertorining exactly three combinations)
p4 = P(Perrorming exactly four combinations)

= P(encoding “A].]- A are B” as A equivalent to B)
= P(encoding “Al]. A are B” as A subset of B)

p
3 

= P (encoding “Some A are B” as A superset of B)
p4 = P(encoding “Some A are B” as A overlapping vith B)
p
5 

= P(encoding “Some A are B” as A equivalent to B)

= P(encoding “Some A are B” as A subset of B)
p7 = P(encod,ing “Some A are not B” as A superset of B)
p8 = P(encoding “Some A are not B” as A overlapping with B)
p
9 = P(encoding “Some A are not B” as A disjoint with B)

CG—S = Guyote—Sternberg data

S—T = Sternberg-Turner data

dc b  = Combination task

Enc. Encoding task 
. I f  
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Table 6

J~ ample of a Modifi ed Truth —Table Analysis

Prem ises : Al]. B are C.
A].lA are B.

Conclusion Set Relatio n(s) Used to Represent A—C Relation

A equiva— A subset A equi va- A subset
lent to C of C lent to c oi’ of C

Al lAare . D D D

N o A a r e C. N - N  N

SomeA ar e C. D D D

Some A are not C. - N N N

AUCare A. D N - p

Some C are not A. N D p

AU A are C and ail C are A. D N P

Some but not a].]. A are C and

some but not all C are A • N N N

AU A are C and some C are not A N D p

• AU C are A and some A are not C N N N

Note: D = Definitely, P = Possibly, N = Never .

~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~
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Table 7

Representations of Encoded and Combined Premises

Encoding Task

Set Relation

Premise A ,B A ,B A subset A superset A disjoint

coincident overlappin g of B of B vith C

AU A are B. x x

N o A are L 
- - 

x

Some A are B. x - x x x

SomeAare not B. x x x

Combination Task

- Set Relati on

-

. 
- - A,C A ,C A subset A superset A disjoint

Premises coincident overlapping of C of C vith C

AU B are C.
• x xAl]. A are B.

A1X C are B.
No A are B. x

No B are C.
AUAare B. - X

All C are B.
x xSome A are not B.

No C are B.
x xSome B are A. -

~~~~~~~~~• ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~ ~~~~~~~~~• ~~~~~~~~~~~~~
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Table 7 Continued

- A,C A,C A subset A superset A disjointPremises — — ——coincident overlapping of C of C with C

SomeBarenot C. •

AU B are A.

• N o C ar e B.
—

- x x xAU B are A.

AilCare B.
x - - xAll B are A.

All~~~are~~. x x x xA]lB are A, -

Some B are C.
— x x x xAU B are A.

‘A- - Al]. B are C.— — x x x x
Some A are ~~.

Ail B are C.— — x x
No A are B.

Some C are not B.— — x x x
AU A are B.

Some C are B.— — x x x x x
Some B are not A.

Some B are not C. a x x x xNo B are A.

Note: An ~ in a riven cell indicates that this set relation is part o~’ t~~
encoded or combined representation.
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Figure Caption

• Figure 1. Representations of set relations expressed as Euler diagrams.
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